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Osmotic and activity coefficients from effective potentials for hydrated ions

Alexander P. Lyubartsev and Aatto Laaksonen
Division of Physical Chemistry, Arrhenius Laboratory, Stockholm University, S 106 91, Stockholm, Sweden

~Received 4 December 1996!

Based on a method we previously suggested@Phys. Rev. E52, 3730~1995!#, effective interaction potentials
between Na1 and Cl2 ions have been derived from interionic radial distribution functions~RDF! in molecular
dynamics~MD! simulations of aqueous NaCl solution. The effective interaction potentials between the hy-
drated ions, which reproduce the original ion-ion RDF curves, can be used further to construct a corresponding
ionic solution in a much larger scale and to calculate any properties dependent on the structure of the electro-
lyte solution. In a subsequent Monte Carlo~MC! simulation, using the effective potentials, the osmotic and
activity coefficients are calculated for the ions. Calculation of these properties directly from atomic MD or MC
simulations is beyond the capacity of the present computers due to the very large number of molecules required
in the simulations to obtain reliable results. A very good agreement with the experimental results is obtained.
Effects of three-body interactions and concentration dependencies of the effective potentials are discussed.
@S1063-651X~97!01405-0#

PACS number~s!: 82.20.Wt, 61.20.Qg, 61.20.Ja, 05.20.Gg
e

r o
r.
g
n
of
la
ra
N
m
al
fy
m
as

ic
te
nd

e
e
kin
th
ou
-
g
n-
l
l
io
ta

i
e-

ext
ent
as
ol-
of
el

ite-
ent
tly
r-
ove
po-
n-
fer
air
con-
rob-
air
s of
c-
the
id
ay
in
ed
ns,
an
ea-

or
n-
ed in
re
e
te
are
s. A
I. INTRODUCTION

An obvious dilemma in computer modeling of condens
matter, at the atomic level, is the fact that as the system
described in more detail and more rigorously, the numbe
atoms that can be included in the model becomes smalle
spite of the rapid development of the computer technolo
tractable system sizes used in computer simulations ra
from 103 to 104 in most applications, covering time scales
a few hundreds of picoseconds. However, realistic simu
tions of complex biomolecules in water solution with natu
contents of ions require a much larger number of atoms.
discussing, at the moment, how meaningful atomistic co
puter simulations of very large molecular aggregates re
are, we turn to the challenging problem of trying to simpli
the more sophisticated models for large complex syste
while keeping as much important original information
possible.

In this work we present such a simplified model for ion
solutions, conceptually related to the primitive electroly
model ~PEM!, based on the continuum solvent model a
hydrated ions. In PEM, the potential 1/«r is often used in
simulations of ionic solutions. This, of course, is a rath
crude approximation, especially at short interionic distanc
For our purposes, a better potential could be the one ta
somehow into account the solvation structure around
ions. This can be constructed, for example, by carrying
molecular dynamics~MD! simulations of ionic solutions us
ing good quality all-atom interaction potentials, as we su
gested earlier@1#. In this method, so-called effective pote
tial functions ~EPF! are derived from interionic radia
distribution functions~RDF!. These EPFs in hand, the initia
problem can be either scaled up to much larger dimens
or the EPFs can be transferred into another problem, con
ing the same substance on a larger scale.

In a wider perspective, the effective potential method
related to the idea of ‘‘global approach’’ in statistical m
chanical modeling, promoted by Clementi@2#. According to
this picture, starting from accurateab initio electronic calcu-
551063-651X/97/55~5!/5689~8!/$10.00
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lations, the final results are supplied as an input to a n
successive level, this being a classical mechanical treatm
of atoms. The output from atomistic simulations will serve
a starting point to conformational calculations of macrom
ecules and low amplitude dynamics within the framework
hydrodynamics. The idea of information fed into a next lev
makes the whole process self-consistent.

It was shown in our previous paper@1# that site-site radial
distribution function data can be used to derive a set of s
site pair interaction potentials using a rapidly converg
simulation procedure~the same problem was also recen
addressed by Soper@3#!. If the interactions between the pa
ticles are assumed to be pairwise additive, one can pr
@4,5# that there is a unique relationship between the pair
tential and RDF. More precisely, if two different pair pote
tials are found to reproduce the same RDF, they only dif
by a constant from each other. Now, by assuming that p
potentials always approach zero at large distances, this
stant can be found fixed and the solution to the reverse p
lem is unique as well. Having obtained the effective p
potentials, one can use them to calculate other propertie
the system, including all the higher-order correlation fun
tions. Of course, higher correlations are determined by
RDFs only through the pairwise interactions. In real liqu
systems the many-body forces are often important. They m
lead to differences in higher-order correlation functions
comparison to pair potentials. In empirically parametriz
pair potentials, used in most atomistic computer simulatio
part of the many-body interactions become included in
average way after fitting them to experimental data, m
sured on macroscopic samples.

In this work we calculate the effective potentials f
Na1 and Cl2 ions in aqueous solution for varying salt co
centrations. These calculations are based on data obtain
our previous work, and all the computational details a
found in Refs.@1,6#. The EPFs are applied to calculate th
osmotic and activity coefficients, using standard Mon
Carlo techniques for the purpose. These two quantities
directly measurable and are given in chemistry handbook
5689 © 1997 The American Physical Society
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comparison with experimental data may serve as a tes
reliability of the effective potentials derived from radial di
tribution functions. Indirectly they also evaluate the qual
of the original atomic site-site pair potentials.

Calculations of the osmotic and activity coefficients usi
molecular computer simulation methods require determ
tion of the osmotic pressure and chemical potential~or free
energy! for a sufficiently large sample, including hundreds
ions dissolved in solution consisting of tens of thousands
water molecules. Clearly, such simulations cannot be do
at the present, with explicit representation of the solv
molecules. Besides the very large number of molecu
needed, the ion-ion interactions in solution are two orders
magnitude weaker than the ion-water interactions, requir
very long simulations for accurate enough results, not at le
since the hydrated ions are diffusing very slowly.

Osmotic coefficients have been calculated previously
ing the primitive electrolyte model@7,8#. The PEM model
has also been used to calculate the activity coefficients@9#. In
using PEM, the Coulombic potential is furnished with t
experimental dielectric constant (« 5 78 for water at 298 K!
and hard-core repulsive potential defined by the ‘‘hydra
radius,’’ which is actually only an adjustable parameter,
ted to reproduce experimental data for each specific ion ty
These types of calculations use only a marginal amoun
computing time, compared to molecular computer simu
tions of electrolyte solutions with a corresponding number
ions.

A simulation of ionic systems using effective potentia
consumes the same small amount of computing time as
corresponding simulation using the primitive electroly
model, but reproduces the solute distribution functions to
same accuracy as the all-atom simulation with solvent m
ecules explicitly included. It should be stressed that no
justable parameters such as the ‘‘hydration radius’’ ha
been used. The concept of effective potentials, as descr
in this work, can be applied to other types of solutions
well. Several works are currently in progress from our lab
ratory along these lines.

II. CALCULATION OF EFFECTIVE POTENTIALS

In this section we briefly recapitulate the computation
procedure from our previous papers@1,6# for convenience
and to provide a basis for the discussion of the method.

A. Molecular dynamics simulations

The reference ion-ion RDFs have been obtained from m
lecular dynamics simulations of Na1 and Cl2 ions in water
solution, using a standard type of force field, in which all t
intermolecular interactions are expressed as a sum of
electrostatic and the Lennard-Jones potentials with par
eters, fitted for each atomic type. We have chosen the fl
ible simple point charge~SPC! water model@10# and the
Smith-Dang parameters for ion-water and ion-ion inter
tions @11#: s52.35 Å, and« 5 0.544 kJ/M for Na1 ands
5 4.4 Å and« 5 0.42 kJ/M for Cl2. The atom-atom poten
tials are expressed as

U~r i j !5
qiqj
r i j

14« i j F S s i j

r i j
D 122S s i j

r i j
D 6G , ~1!
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where off-diagonal Lennard-Jones parameterss i j and« i j are
given using the combination rules:

s i j5~s i1s j !/2, « i j5A« i« j . ~2!

We have used constant-temperature constant-pres
molecular dynamics algorithms in all our MD simulation
keeping the temperature at 300 K and the pressure 1
Other characteristic simulation parameters are given in Ta
I.

The simulations are performed at four different salt co
centrations. Further, in two of these (0.55M and 0.9M ) the
box size is varied to evaluate possible size effects. Cu
cells are used in all the simulations together with perio
boundary conditions. The Ewald method is applied for t
treatment of long range electrostatic interactions. We h
used the double time step algorithm by Tuckermanet al. @12#
with a small time step of 0.2 fs for intramolecular and sh
range~less than 5 Å! intermolecular interactions, and a larg
time step of 2 fs for the nonbonded interactions beyond 5
The calculations were carried out on an IBM SP2 at
center of parallel computers, the Royal Institute of Techn
ogy, Stockholm using a parallel message passing~MPI! ver-
sion of the simulation program.

The resulting reference ion-ion RDF for 0.9M and 4M
concentrations are shown in Fig. 1. For more detailed inf
mation on these simulations~RDFs for all considered cases
dynamical properties of ions, analysis of statistical erro
etc.! the reader is referred to our previous paper@6#.

B. Effective potentials for ions

The basic methodology for reconstruction of pair pote
tials from RDFs, using an iterative Monte Carlo procedu

TABLE I. Simulation parameters.

Run 1 2 3 4 5 6

No. of H2O 490 1960 248 484 236 220
No. of ion pairs 5 20 4 8 10 18
Salt concentration,M 0.55 0.55 0.87 0.9 2.2 4.1
Average box length, Å 24.5 38.7 19.8 24.4 19.4 19
Simulation time, ns 3 2 3.5 2 3 3

FIG. 1. Radial distribution functions of Na1 and Cl2 ions at
0.9M and 4M salt concentration.
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55 5691OSMOTIC AND ACTIVITY COEFFICIENTS FROM . . .
and its application to an ionic system with long range el
trostatic interactions, is given in our previous work@1#. The
reverse simulations, aiming at obtaining the effective pot
tials, are carried out in theNVT ensemble, using the sam
box size and the same number of ions as in the original
simulations~but without the explicit water molecules!. Pos-
sible size effects on the RDFs should therefore to a la
degree cancel out in the direct MD and the reverse Mo
Carlo ~MC! simulations. To control this, we have carried o
the calculations of the RDFs and the effective potentials
the same ion concentration but different system sizes.
RDFs and the corresponding effective potentials for run
and 2 are shown in Figs. 2 and 3, respectively. It is poss
to see that the differences in the effective potentials are
pronounced than the differences of RDFs. The same ob
vation holds for runs 3 and 4, performed at 0.9M concentra-
tion.

In all the cases the effective potential makes 1–2 osc
tions, thereby reflecting the molecular nature of the solve
and then finally approaches the primitive model poten
with dielectric constant close to 80. In our largest simulat
~run 2!, with the cubic box side length of 39 Å, the effectiv
potential was calculated for distances up to 19 Å. One
see in this case~Fig. 3! that the effective potential almos
perfectly coincides with the Coulombic potential with« 5
78 at distances greater than 10 Å. This confirms that

FIG. 2. Radial distribution functions of Na1 and Cl2 ions at
0.5M salt concentration and different simulation box sizeL.

FIG. 3. Effective potentials for RDFs in Fig. 2.
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flexible SPC water model has a dielectric constant close
the experimental value@13#.

The negligible size dependence and the behavior of
effective potentials approaching the Coulombic potentia
larger distances make it possible to calculate effective po
tials from MD simulations of standard system sizes~with
cubic box side length of about 20 Å, corresponding, for e
ample, to 256 water molecules at 300 K!, and subsequently
apply them to simulations of much larger systems, supp
menting the effective potential by the Coulombic potent
with the experimental bulk dielectric constant at large d
tances.

The results on effective potentials at different concent
tions are presented in Figs. 4–6. At high salt concentrati
the absolute values of the effective potentials are sligh
higher than at moderate concentrations. This may be in
preted as a lowering of the dielectric constant at high c
centration~in case it is possible to speak about a dielect
constant of a concentrated ionic solution!. Still, the depen-
dence of the effective potential on salt concentration is rat
insignificant. This makes it possible to apply the effecti
potentials, obtained at one salt concentration, to study io
solutions at other concentrations.

III. OSMOTIC AND ACTIVITY COEFFICIENTS

The primary reason for calculating effective potentials
to apply them to simulate significantly larger systems wi

FIG. 4. NaNa effective potentials obtained at different conc
trations.

FIG. 5. NaCl effective potentials obtained at different conce
trations.
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out explicit account of water molecules or other solvent m
ecules. It is assumed here that if effective potentials rep
duce the original RDFs, they will also give realist
description of other structural and even thermodynam
properties. The obvious way to check the validity of the
sumption is to compare with experiment. Activity and o
motic coefficients are therefore good choices for the purpo
since their experimental values are accurately known.

The osmotic coefficient is defined as

f5
1

kT

]~F/c!

]c U
T

5
PosmV

NkT
~3!

and the activity coefficient is

l5expS mex

kT D , ~4!

wheremex is the excess chemical potential.
If the Hamiltonian~e.g., effective potential! does not de-

pend on the concentration, the osmotic pressure can be
culated using the standard virial expression:

Posm5
NkT

V
2

1

3V K (
i , j

]U

]r i j
r i j L . ~5!

If the interaction potential is concentration dependent,
additional term appears in the derivative expression of
free energy:

f5
1

kT

]~F/c!

]c U
T,N

52
]

]c
lnE

V
Pdxiexp@2H~c!/kT#5f0

1Df. ~6!

The termf0 comes from the concentration dependence
the integration volume*VPdxi . This term is the osmotic
coefficient for the concentration-independent Hamilton
and is expressed by Eqs.~3! and ~5!. The correctionDf
comes from taking the derivative ofH(c) in Eq. ~6! and is
equal to

Df5
c

N K ]

]c
@H~c!/kT#L ~7!

FIG. 6. ClCl effective potentials obtained at different concent
tions.
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and can be evaluated from the average difference of the
Hamiltonians corresponding to two different concentratio

To calculate the chemical potential@and the activity coef-
ficient according to Eq.~4!#, we can write

m5
]

]N
F~c!U

V

5
]

]N
F~c!U

c

1
1

V

]F~c!

]c U
N

5m01Dm,

~8!

where m0 is the chemical potential for a concentratio
independent Hamiltonian which can be obtained by stand
free energy calculation methods, for example, the part
insertion. The correction to the chemical potential due
explicit concentration dependence of the Hamiltonian is

Dm5
1

V

]F~c!

]c
, ~9!

and it can be calculated from the free energy difference
the two Hamiltonians, corresponding to two different co
centrations.

Since we have carried out the calculations of the effect
potentials at very different concentrations, we can o
roughly estimate the correction termsDf andDm. However,
the dependence of the effective potentials on salt concen
tion is weak, almost below the statistical error and we c
expect the correction terms to be small. Based on this,
have performed calculations of the osmotic and activity
efficient for each set of the effective potentials, correspo
ing to different concentrations, by assuming these to be c
centration independent@i.e., we have calculated the term
f0 andm0 according to Eqs.~6! and ~8!#.

The simulation is carried out by the Metropolis Mon
Carlo method for 200 ion pairs. The box size was determin
by the ion concentration in each case. Since the original
fective potentials are obtained for distances less than ha
the box length in the MD simulations, we allow them
become Coulombic potentials with dielectric consta
«578 at larger distances. The long range part of the C
lombic potential was taken into account by the Ewa
method. The osmotic pressure was determined by Eq.~5! and
the excess chemical potential was calculated by insertio
deletion of an ion pair in the frame of the expanded ensem
method@14#.

The calculations are carried out for six sets of effect
potentials, obtained at different concentrations in cor
sponding molecular dynamics runs~see Table I!. The results
are presented in Tables II and III. The agreement with
perimental results is almost perfect for concentrations l
than 1M . Some deviations are observed at high concen
tions. These deviations seem to have a random characte
do not represent concentration- or size-dependent tre
which can be observed for RDFs and effective potentia
This is because the osmotic and especially the activity co
ficients are very sensitive to the interaction potentials at h
salt concentration. Our test simulations at 5M show that an
increase of the Na-Na potential by only 0.02kT for interionic
distances of 6–8 Å will lead to about 10% increase in t
activity coefficient. The uncertainty in effective potentia
comes mainly from the statistical error in calculations
RDF in MD simulations. Precise determination of ion-io

-
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TABLE II. Osmotic coefficients, calculated for six sets of effective potentials~see Table I!. Df is
evaluation of correction due to concentration dependence of effective potentials. Experimental res
from @20#. For more details, see the text.

Run number
Concentration (M ) 1 2 3 4 5 6 Df Experiment

0.01 0.969 0.970 0.97 0.97 0.968 0.967
0.03 0.951 0.953 0.95 0.95 0.949 0.945
0.1 0.93 0.93 0.93 0.93 0.926 0.915 ,0.01 0.93
0.3 0.91 0.92 0.91 0.92 0.91 0.90 0.92
0.6 0.91 0.90 0.92 0.92 0.91 0.90 0.05 0.92
1 0.92 0.91 0.94 0.94 0.93 0.91 0.94
1.5 0.93 0.92 0.96 0.97 0.98 0.93 60.05 0.96
2 0.96 0.94 0.99 1.02 1.00 0.95 0.98
3 1.04 1.0 1.08 1.13 1.13 0.99 20.1 1.05
5 1.25 1.12 1.29 1.43 1.41 1.14 20.2 1.2
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RDF is a very difficult task because of the low number
ions in the solution and their slow diffusion. In fact, eve
after several nanoseconds of simulation the statistical e
may be about 5%@6#. This may correspond to an uncertain
in effective potentials of about (0.0520.1)kT units. This un-
certainty, however, influences the osmotic and activity co
ficients only at high concentrations.

The corrections due to concentration dependencies of
effective potentials can be calculated in principle by Eqs.~7!
and ~9!. Because the effective potentials are calculated
well separated concentrations and because of statistica
rors, we can only give a rough estimate of the derivatives
Eqs.~7! and~9!. We have estimated the possible correctio
to the osmotic and activity coefficients by calculating t
energy and the free energy differences from Hamiltoni
derived at different concentrations. Because of statistical
certainty, we can only speak about an upper bound to
corrections due to concentration dependencies of effec
potentials. These values are listed in Tables II and III. O
can see that possible corrections are of the same magn
as the fluctuations due to the uncertainties in the RDF ca
lations. The true values of the corrections may be e
lower.
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IV. DISCUSSION

While going from the full atomic model of the ion-wate
system to the hydrated ion model with effective potentia
we reduce the description of the system by removing un
portant~solvent! degrees of freedom. The exact Hamiltonia
of the reduced system, which reproduces all canonical a
ages for important degrees of freedom$xi ,i51, . . . ,n%, is
obtained by averaging over the other degrees of freed
$xi ,i5n11, . . . ,N%:

2bH* $xi% i51, . . . ,n

5 lnE )
j5n11

N

dxj

3exp~2bH$xi ,xj%! i51, . . . ,n; j5n11, . . . ,N . ~10!

The basic underlying approximation of the effective p
tential approach is the replacement ofH* in Eq. ~10! by a
sum of pair potentialsHeff5( i.kU(r ik). The Hamiltonians
H* andHeff produce the same RDF, but they do not nec
sarily coincide. One can prove, however, that among Ham
ults are

TABLE III. Activity coefficients, calculated for six sets of effective potentials~see Table I!. Dl is

evaluation of correction due to concentration dependence of effective potentials. Experimental res
from @21#. For more details, see the text.

Run number
Concentration (M ) 1 2 3 4 5 6 Dl Experiment

0.001 0.964 0.963 0.965 0.964 0.964 0.965 0.965
0.003 0.942 0.943 0.943 0.943 0.942 0.94 0.94
0.01 0.90 0.896 0.905 0.902 0.898 0.89 0.903
0.03 0.84 0.838 0.845 0.842 0.843 0.835 0.845
0.1 0.77 0.765 0.772 0.78 0.771 0.76 ,0.01 0.78
0.3 0.70 0.69 0.72 0.71 0.70 0.68 0.71
0.6 0.65 0.64 0.67 0.66 0.67 0.64 0.05 0.67
1 0.64 0.62 0.66 0.66 0.67 0.62 0.66
1.5 0.63 0.61 0.67 0.69 0.70 0.61 60.05
2 0.63 0.61 0.68 0.72 0.73 0.62 0.67
3 0.65 0.62 0.75 0.84 0.85 0.65 20.1
5 0.85 0.72 1.05 1.25 1.29 0.83 20.2 0.87
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tonians with only pair interactions, there is a single Ham
tonian producing a given set of RDFs@4#.

Moreover, it can be shown that this particular Ham
tonian gives maximum configurational entropy among all
Hamiltonians reproducing the same RDF. The proof is giv
in the Appendix. It is often assumed that the maximum
tropy principle corresponds to a ‘‘best guess’’ when t
amount of information about a system is limited. In our ca
the ‘‘limited information’’ is our RDF~pair correlation func-
tion!, compared to a fullN-particle distribution function. The
maximum entropy principle simply means here that the
fective potentials, obtained by inverting the RDF, generate
some sense the most typical set of configurations, consis
with the given RDF.

In general, the effective potentialH* contains also three
and higher-order terms, which cannot be reduced to the
fective pair potentials. This part of the Hamiltonia
H*2Heff , leads to possible differences in three- and high
order correlation functions. The possible effect of the ir
ducible three-body interactions is discussed in the litera
in connection with the problem of uniqueness of the reve
Monte Carlo simulations@5,15,16#. The reverse Monte Carlo
method, originally suggested in 1988 by McGreevy a
Pusztai@17#, uses the RDF as an input parameter and p
duces a set of configurations for further analysis, though
reconstructing the interaction potential. This method h
since then widely been used for analysis of disordered st
tures @18,19#. The problem is, to what extent pair correl
tions can be used to determine higher-order correlation
was shown in@15# that for atomic liquids, like liquid argon
or molten salt, equality of RDFs implies strong similarity
local arrangement of particles. For liquid water it was fou
@16# that, by starting from the experimental atom-atom RD
the reverse Monte Carlo method reproduces orientatio
correlation functions rather well, although for some oth
multiparticle correlations it yields more disordered stru
tures.

In order to evaluate the importance of three-body inter
tions, we have calculated the three-body correlation fu
tions between the ions from the full molecular dynam
simulations and from the corresponding Monte Carlo sim
lations with effective potentials and then compared both
sults. It is, however, rather difficult to illustrate these fun
tions in a two-dimensional figure. To simplify this, we ha
fixed the distance between the first and second particle
responding to the first maximum of their RDF, and built
two-dimensional contour map of the density distribution
the third particle. The maxima of this distribution show typ
cal configurations for the three particles. The results fo
distribution of Na1 ions around a NaCl pair, obtained from
MD simulations with explicit water and from MC simula
tions using the effective potential, are shown in Figs. 7~a!
and 7~b!. One can observe clear structural similarities in p
sitions of the most essential maxima and minima, while th
are some differences in the intensities of these maxima.
can notice also that the three-body distributions, obtai
from the molecular dynamics simulations, have a more p
nounced angular structure. It can be concluded that the
fective pair potential reproduces the basic features of
high-order structure, while some details may be somew
diffuse.
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In principle, the difference of the three-body correlatio
functions can be used to derive a three-body effective po
tial, quite in the same manner as for pair correlations. Ne
less to say, the calculation of the three-body potentials
computationally much more demanding and also outside
objective of the present work. The main purpose of the
fective potential approach is to create a tool for construct
simplified models for simulations on a larger scale for ca
for which the solution is found to be beyond the capacity
the current computer resources.

The present paper shows that the effective potential
proach works well for electrolyte systems, reproducing n

FIG. 7. Density distribution of Na1 ions around Na1Cl2 ion
pair separated at 2.8 Å.~a! From molecular dynamics simulations o
ions in water;~b! from Monte Carlo simulation with effective po
tentials. Levels are drawn at 0.25, 0.8, 1.2, 2, and 5 intensity un
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only structural, but also the thermodynamical properties. T
important outcome from this study is that the osmotic a
activity coefficients can be obtained without adjustable
rameters such as hydration radii and are in good agreem
with experiment. The paper also shows an example of us
the effective potentials for larger scale simulations and
taining new information, the osmotic and activity coef
cients, which are practically impossible to derive direc
from the full-atomic molecular dynamics simulations
present. We plan to present several applications using e
tive potentials in future.
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APPENDIX: MAXIMUM ENTROPY FOR A SYSTEM
WITH FIXED RDF

Configurational entropy of anN-particle system is defined
as

S52E dx1•••dxNr~x1 , . . . ,xN!lnr~x1 , . . . ,xN!,

~A1!

wherer(x1 , . . . ,xN) is theN-particle distribution function.
We look for a distribution functionr(x1 , . . . ,xN) which

provides maximum entropy at the condition that the pair d
tribution function of the system is fixed. In other words, w
need to find maximum of the functional~A1! with con-
straints:

F15E dx1•••dxNr~x1 , . . . ,xN!2150, ~A2!
tri
e
d
-
nt
g
-

c-

e

t-

-

F2,ik~r !5E dx1•••dxNd~ uxi2xku2r !r~x1 , . . . ,xN!

24pr 2r ik~r !50. ~A3!

The first constraint, Eq.~A2!, is simply a normalization
condition for the distribution function. Equation~A3! is ac-
tually a set of functional constraints for the total distributio
function r(x1 , . . . ,xN) thereby fixing the RDF between a
the pairs of particles. To find an extremum of the function
~A1! with constraints~A2! and ~A3! we use the Lagrange
formalism. Namely, we find an extremum of the extend
functional:

S* @r,l1 ,l2#5S1l1F11(
i ,k

E drl2,ik~r !F2,ik~r !,

~A4!

wherel1 andl2,ik(r ) are the Lagrange multipliers. ForS*
we apply the standard criteria of an extremum:

dS*

dr
50, ~A5!

]S*

]l1
50, ~A6!

dS*

dl2
50. ~A7!

The last two equations are equivalent to the constra
conditions~A2! and ~A3!. Now we calculate functional de
rivative ~A5!:
dS*

dr
5

d

drE dx1•••dxNr~x1 , . . . ,xN!F2 lnr~x1 , . . . ,xN!1l11(
i ,k

E drl2,ik~r !d~ uxi2xku2r !G
52 lnr~x1 , . . . ,xN!1l11(

i ,k
l2,ik~ uxi2xku!21.
otal

pair
Setting this expression to 0, we find that the total dis
bution function must satisfy

r~x1 , . . . ,xN!5expS l1211(
i ,k

l2,ik~ uxi2xku! D . ~A8!
- On the other hand, in the canonical ensemble the t
distribution function is expressed as

r~x1 , . . . ,xN!5exp@2bH~x1 , . . . ,xN!#. ~A9!

Comparing Eqs.~A8! and ~A9!, we can see that the
Hamiltonian of the system is expressed as a sum of
potentials.
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